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SUMMARY

Background: In this article, we discuss the purpose of sample size calculation in clinical trials, the need for it, and the methods by which it is accomplished. Study samples that are either too small or too large are unacceptable, for clinical, methodological, and ethical reasons. The physicians participating in clinical trials should be directly involved in sample size planning, because their expertise and knowledge of the literature are indispensable.

Methods: We explain the process of sample size calculation on the basis of articles retrieved by a selective search of the international literature, as well as our own experience.

Results: We present a fictitious clinical trial in which two antihypertensive agents are to be compared to each other with a t-test and then show how the appropriate size of the study sample should be calculated. Next, we describe the general principles of sample size calculation that apply when any kind of statistical test is to be used. We give further illustrative examples and explain what types of expert medical knowledge and assumptions are needed to calculate the appropriate sample size for each. These generally depend on the particular statistical test that is to be performed.

Conclusion: In any clinical trial, the sample size has to be planned on a justifiable, rational basis. The purpose of sample size calculation is to determine the optimal number of participants (patients) to be included in the trial. Sample size calculation requires the collaboration of experienced biostatisticians and physician-researchers: expert medical knowledge is an essential part of it.

Design is essential for the quality of every clinical and epidemiological study and sample size calculation is an essential component of study design (1). For methodological reasons, the sample size must be determined and specified in the study protocol before recruitment starts. Departures from this procedure are only acceptable in the context of the general guidelines for clinical studies. If the investigator neglects to give the sample size, it is impossible for an independent monitor to decide retrospectively whether the investigator has selected data or statistical methods in such a way that the desired result could be “demonstrated.” It is also necessary to control the probability with which a real effect can be identified as statistically significant. For example, if a pharmaceutical company plans to introduce a new drug, it will not take the risk of failing to demonstrate efficacy or non-inferiority relative to other drugs by using an excessively small sample size; this is both for economic and for ethical reasons. It is just as true that it is unacceptable for a drug to be tested on too many patients. Thus, studies with either too few or too many patients are both economically and ethically unjustified (2–4). Even for descriptive and retrospective studies, the sources of data and the scope of the data to be collected must be planned in advance. Sample size planning is inevitable in medical research. If it is not performed, this indicates that the quality of the study is poor and the results will be regarded sceptically.

The present article concentrates on sample size calculation when it is intended to use a single statistical test, i.e., we do not take into account the problem of multiple tests. The objective of sample size calculation is to calculate and fix a sample size which is adequate for it to be highly probable that the study will detect a real effect as statistically significant. Conversely, there must be adequate confidence that this effect is genuinely absent if it is not detected in the study (4).

Determination of sample size

Consider a study to compare two antihypertensive drugs, A and B. The study participants are randomly assigned (“randomized”) into two homogenous treatment groups. The patients in the first treatment group are given drug A and those in the second group drug B. The primary endpoint is taken as the mean reduction in blood pressure after four weeks.

It is known from published studies that the reduction in the blood pressure of hypertensive patients can be
regarded as being normally distributed during treatment with both drugs. It is also known that drug A reduces the blood pressure of hypertensive patients by a mean value of about 10 mm Hg. Previous studies indicate that drug B is more potent and will reduce mean blood pressure by about 15 mm Hg. This is regarded as a clinically relevant improvement. Moreover, clinical knowledge suggests that the standard deviation of the reduction in blood pressure with both drugs can be taken as 5 mm Hg.

To clarify whether drug B causes a statistically significantly greater decrease in blood pressure than drug A, a one-tailed Student t-test for unpaired samples can be performed (5, 6). To ensure that neither too few nor too many patients are included in the study, the sample size is planned in advance. This requires the prespecification of statistical power and the level of significance of the statistical test (7). The level of significance is the probability of obtaining a statistically significant test result, even when there is no real difference. This is conventionally taken as 2.5% for one-tailed tests (cf. [8], section 5.5). Nevertheless, other values would be conceivable, depending on the question to be answered. The statistical power is the probability of identifying a real difference with the statistical test and is often taken as 80% or 90%.

The Figure illustrates the relationship for standard deviations of 4, 5, and 6 mm Hg. With a standard deviation of 5 mm Hg, a power of 80%, and the other parameters specified above, it can be calculated that a sample size of 17 is needed for each group. If the standard deviation is 4 mm Hg, only 12 patients are needed in each group; if the standard deviation is 6 mm Hg, 24 patients per group are needed (Figure). The Box includes a short calculation as example.

**Requirement for expert medical knowledge**

In the above example, expert medical knowledge is needed to estimate the expected difference and the scatter of the antihypertensive activity of the two drugs. Literature searches or pilot studies are often used for this purpose. The biometrician can support the physician in determining this information. Nevertheless, only the physician can assess these values. For example, it is the responsibility of the physician, not of the biometrician, to decide whether the expected difference in mean reduction in blood pressure with the two drugs is of clinical importance. Thus, if the difference between the two drugs is only 1 mm Hg, it would probably not be permissible to infer that the patients with the more active antihypertensive would benefit from this treatment—perhaps in the reduction of the risk of cardiovascular events.

This procedure to determine the sample size can also be applied in principle to other tests, such as the Mann-Whitney test for differences in location or Fisher’s exact test for the comparison of two rates. Depending on the statistical procedure, different information is required from the physician. Table 1 lists the information required for sample size calculation with different statistical procedures.

For the t-test, the physician requires assumptions about the means ($\mu_1$ and $\mu_2$) in two populations, together with the standard deviations ($\sigma_1$ and $\sigma_2$) in these populations.

For Fisher’s test, it suffices to have estimates of the relative proportions or rates of events ($\pi_1$ and $\pi_2$) in the two populations. This means that the literature must be studied to determine about how often an event (such as an adverse reaction) occurs in 100 patients during treatment 1 and how often during treatment 2 (relative frequencies).

The Mann-Whitney test requires an expert estimation of the probability that the target variable from a randomly drawn individual in population 1 is smaller than from a randomly drawn individual in population 2. It is essential that this should be estimated in collaboration with a biometrician.

Careful estimation of the necessary parameters is worthwhile and can greatly help to prevent faulty power calculations and sample size calculations (9).

**Sample size calculation**

This example of the unpaired t-test illustrates a scheme to determine sample size which is often used. Firstly, the necessary parameters are estimated, such as means and standard deviations, and the level of significance has to be specified. The sample size is then calculated, using different assumptions about the power of the relevant test. In general, the greater the power—the confidence that an important result will be detected—the greater is the necessary sample size for the study. The minimum sample size is selected to attain the prescribed power.

On the other hand, it may be the case that the sample size is limited by external factors—such as the duration of recruitment, the rarity of a disease or the limited duration of financial support—but it is nevertheless planned to evaluate the results with a statistical test. In such a case, the attainable power should be calculated during planning. The lower the power is, the lower are the chances of demonstrating the relevant hypothesis...
Typical calculation

Two populations are to be tested for a statistically significant difference between the means, using the one-tailed unpaired t-test. For the sake of simplicity, we will assume that the groups are of the same size \( (n_1 = n_2) \) and that the standard deviations are the same \( (\sigma_1 = \sigma_2 = \sigma) \). The mean difference between the two populations is taken as \( \mu_1 - \mu_2 \). The power is normally given as 0.8 or 80% and the level of significance is \( \alpha \). Let \( n = n_1 + n_2 \). The objective is to determine the desired total sample size, \( n \). The following simplified and approximate formula can be used for sample size calculation (even though the simplification leads to a loss of precision):

\[
\hat{n} = \left( \frac{2(z_{\text{power}} + z_{1-\alpha})}{2(\mu_1 - \mu_2)/\sigma} \right)^2
\]

where \( z_{1-\alpha} \) signifies the 1-\( \alpha \) quantile of the standard normal distribution, of which the value can be taken from statistical tables. To determine the sample size for the unpaired t-test, \( \alpha \) in this equation is simply replaced by \( \alpha/2 \); otherwise the procedure is unchanged. This equation can be found in Chapter 2 of (16).

Example:

The above equation will be used to determine the sample size for a study with the two antihypertensives A and B, with an expected mean difference of 5 mm Hg and an expected standard deviation of 6 mm Hg. The single tailed unpaired t-test is to be used, with the level of significance of 2.5% and the power of 80%. According to statistical tables, \( z_{0.975} = 1.96 \) and \( z_{0.025} = 1.96 \) (see, for example, [17]). If these values are inserted into the above equation, they give the total sample size as follows:

\[
45.2 = \left( \frac{2(0.8416 + 1.96)}{5/6} \right)^2
\]

It has been assumed for the calculation that the samples are equal in size. The individual samples should then be about 45.2/2 or 22.6 in size. This means that 23 patients are needed in each group. However, a more exact calculation gives 24 patients per group.

### Table 1

<table>
<thead>
<tr>
<th>Test procedure</th>
<th>Medical assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpaired t-test with different standard deviations</td>
<td>Standard deviations ( \sigma_1, \sigma_2 ) Means ( \mu_1, \mu_2 )</td>
</tr>
<tr>
<td>Unpaired Wilcoxon-Mann-Whitney rank sum test</td>
<td>Probability ( p ) (( X_1 &lt; X_2 ))</td>
</tr>
<tr>
<td>Fisher’s exact test to compare two rates</td>
<td>Relative proportions ( \pi_1, \pi_2 )</td>
</tr>
</tbody>
</table>
Explicit formulae are available for calculating sample sizes for the most common tests (12–14). Machin et al. (12) present extensive tables for reading off sample size, given typical values for the parameters used in calculating sample size.

Common software programs for calculating sample size include NQuery, SPSS with SamplePower, and SAS with the procedures PROC POWER and PROC GLMPOWER. The program G*Power 3 from the Department of Experimental Psychology at Heinrich Heine University Düsseldorf can be used free of charge (wwwpsychouni-duesseldorfde/abteilungen/aap/gpower3). It is advisable to use a validated program—such as one of the above.

Discussion
Planning the sample size of a clinical study requires prior information. The type of prior information depends on the statistical methods which are to be used. If the desired parameters cannot be estimated, it may be desirable to perform a pilot study in advance, in order to estimate the appropriate population parameters. In any case, the expected effect should be at least as large as the minimal clinically relevant effect.

The size of the study group(s) have to be determined even for exploratory or descriptive studies (1), so that the precision of the parameter estimates will not be excessive. If there is no sample size planned, this indicates that the quality of the study is poor.

Sample size planning for a clinical study is based on an estimate from prior information, which may be of different precision in different studies. This should be considered when interpreting the results. If the treatment effect is overestimated during the planning phase, this usually leads to an excessively small sample size. The observed treatment effect may then not be significant—but only because the sample size is too small.

Sample size planning must also include the procedures for dealing with missing values and with patients who leave the study.

We have only been able to consider a few aspects of sample size planning. There are additional aspects, which may be important with specific study designs. For example, the method of sample size planning may be different if a clinical study is to include a test for superiority, non-inferiority, or equivalence (13). Non-inferiority studies may require really large sample sizes, as the mean difference to be detected is often specified as the smallest relevant clinical difference, which then acts as the non-inferiority limit. This is usually much smaller than the actual mean difference.

It often happens that a data set is used to test several hypotheses. The problems of multiple testing must be considered during sample size planning. For this reason, only a single main question to be answered is often specified.

Moreover, the sample size is not always totally specified in modern studies. For example, an adaptive design can be used. The sample size may then be influenced or controlled during the study, in accordance with a scheme which is strictly specified in the planning phase. However, this procedure necessitates careful and statistically demanding planning and should never be performed without the support of an experienced biometrician.

As sample size calculation is so complex and has such important consequences, collaboration is desirable between experienced biometricians and physicians. The quality and validity of studies can be greatly improved if all important details are planned together (2, 3, 15).

Table 2

<table>
<thead>
<tr>
<th>Change</th>
<th>Effect</th>
<th>Standard deviation</th>
<th>Effect strength</th>
<th>Level of significance</th>
<th>Power</th>
<th>Sample size (per group)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>0.025</td>
<td>0.8</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>0.6</td>
<td>0.025</td>
<td>0.8</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.2</td>
<td>0.025</td>
<td>0.8</td>
<td>401</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>5</td>
<td>0.1</td>
<td>0.025</td>
<td>0.8</td>
<td>1600</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>5</td>
<td>25</td>
<td>0.2</td>
<td>0.025</td>
<td>0.8</td>
<td>401</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
<td>0.5</td>
<td>0.025</td>
<td>0.8</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8</td>
<td>0.625</td>
<td>0.025</td>
<td>0.8</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3</td>
<td>1.666</td>
<td>0.025</td>
<td>0.8</td>
<td>7</td>
</tr>
<tr>
<td>Level of significance</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>0.05</td>
<td>0.8</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.01</td>
<td>0.001</td>
<td>0.8</td>
<td>34</td>
</tr>
<tr>
<td>Power</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>0.025</td>
<td>0.95</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>0.025</td>
<td></td>
<td>0.7</td>
<td>14</td>
</tr>
</tbody>
</table>

*Effect: difference between the two means; Effect strength: effect divided by the standard deviation
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KEY MESSAGES

- Sample size planning is an essential step in the performance of clinical studies.
- Sample size planning requires the expert knowledge of clinicians or physicians, who provide an estimate of the relevant effect.
- Sample size planning depends on the planned method of statistical evaluation and thus on the medical question to be answered.
- The chances of success in a clinical study and the quality of the research results are highly dependent on sample size planning.
- Sample size planning should always be carried out in collaboration with an expert statistician or biometrician.
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